IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 10, NO. 5, AUGUST 2000 767

A Fast Algorithm for DCT-Domain Inverse Motion
Compensation Based on Shared Information in a
Macroblock

Junehwa Song and Boon-Lock Yeo

Abstract—The ability to construct intracoded frame from  preserve the quality of video. The computational efficiency also
motion-compensated intercoded frames directly in the com- |eads to higher throughput in dealing with the enormous data
pressed domain is important for efficient video manipulation 4165 in g network environment. Techniques for the conversion
and composition. In the context of motion-compensated discrete f MC-DCT int ded f into DCT int ded f
cosine transform (DCT)-based coding of video as in MPEG video, 0 ) In ercg ed irames into . In racc_) ed irames
this pr0b|em of DCT-domain inverse motion Compensatiohas a|SO form the ba.S|S fOI‘ faSt extraction Of SpeCIally reduced
been studied and, subsequently, improved faster algorithms were images in MPEG-1 [6] and MPEG-2 video [7].
proposed. These schemes, however, treat eaghx 8 block as  This problem ofDCT-domain inverse motion compensation
a fundamental unit, and do not take into account the fact that j o the conversion of intercoded frames into intracoded frames
in MPEG, a macroblock consists of several such blocks. In this directlvin the DCT d in without th dforfull d
paper, we show how shared information within a macroblock, _'rec yinthe : ORI 9“ . € Neediorit ecompres?
such as a motion vector and common b|OCkS, can be exp|oited sion fOI‘ MPEG V|de0 was Stud|ed n Chang and Messel’SChmltt
to yield substantial speedup in computation. Compared to pre- [1], and subsequently in [2], [3]. The idea of the algorithm in
vious brute-force approaches, our algorithms yield about 44% [1] is to represent a target block as a summation of horizontally
improvement. Our technique is independent of the underlying 5nq/or vertically displaced anchor blocks. Then, the DCT values
computational or processor mode, and thus can be implemented of the target block is constructed using the precomputed DCT
on top of any optimized solution. We demonstrate an improve- 9 o - g p _p g
ment by about 19%, and 13.5% in the worst case, on top of the Values of the shifting matrices. The general setup is shown in

optimized solutions presented in existing literature. Fig. 1. Here,P,; is the current block of interesfy, ---, Ps

Index Terms—Compressed domain processing, DCT-domain are the four original neighbor_ing blocks from whigh.; is d_e'
inverse motion compensation, MPEG video, video composition, fived, and the motion vector gz, Ay). The shaded regions
video processing. in Py, ---, P; are moved by{Az, Ay).

We are thus interested in obtaining the DCT representation
of block P,.; given the DCT representation &f and motion
vector(Az, Ay). If we represent each block as anx 8 ma-

PEG [4], [5] has been established as a standard figix, then we can describe in the spatial domain through matrix
efficient storage and transmission of video. Howevemultiplications
the compression schemes based on a combination of discrete

. INTRODUCTION

cosine transform (DCT) and motion compensation (MC) do not 3
lead to easy manipulation and composition of the compressed Pret = Z Si1FiSia 1)
video. In both applications of compressed domain processing =0

and com_posmon of com_pressed y|deo streams from sevqm,{eresij are matrices like
sources in a network environment, it would be advantageous to
convert the MC-DCT intercoded frames into DCT intracoded 0 0 0 I,
frames directly in the compressed domain. By converting n= <In 0) or R, = <0 0 ) )
video streams from one compressed format to the next, we
gain in computational efficiency, and eliminate the need f®&achI, is an identity matrix of size:. The pre-multiplication
decompression and possible coding delay. We will thus bettgifts the sub-block of interest vertically while post-multiplica-
tion shifts the sub-block horizontally.
There are four possible locations of the subblock of interest:
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Fig. 1. Reference blockR..c), motion vectors and original blocks.
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whereT is the8 x 8 DCT matrix with entrieg(, ) ( denotes

thesth row andj denotes thgth column) given by

1, j) = % k(i) cos

where

k(i) = {
1,

Using the fact that

Sl

?

1=0

(25 + 1)im
16

otherwise.

DCT(AB) = DCT(A)DCT(B)

we can write

The shifting matrix based technique shown in (6) was e
lier proposed by Plompeet al.[8], [9]. They used the formula-
tion to estimate the motion vector in the transform domain a

———

S PSi.

———

=(wp, hy)
where
D diagonal matrix consisting of real entries;
P permutation matrix;
A;'s, B;'s sparse matrices with entries 1 and;
E sparse matrix with real entries.

Another fast algorithm is proposed in [3]. This algorithm ap-
proximates the DCT values of the shifting matrices by using a
finite sum of powers of twos. Then, the matrix multiplications
in (6) is implemented by basic integer operations suchRB
andSHIFT.

In this paper, we provide a novel technique to speed up the
DCT-domain inverse motion compensation. The algorithms
proposed in the literature so far construct the DCT-domain
values of each target block separately [1]-[3]. However, motion
compensation in MPEG stream is done on macroblock basis.
This means that there is shared information in the predictions
of multiple neighboring blocks. We take a feé8vx 8 blocks
(for luminance component, there are four such blocks in each
macroblock) as a unit and carefully rearrange the computation
steps across correlated target blocks. By this, the hidden shared
information is exposed and the overall process of computation
is sped up by reusing thus identified shared information across
the prediction of multiple blocks. This results in about 44%
improvement over the brute-force method in [1].

One important aspect of the proposed method is that itis inde-
pendent of the underlying computational (or processor) model.
This means that the method can be used upon any fast algo-
rithms and yield further speedup in the computation. We show in
Section lll that our method can be implemented on top of the al-

Jgady fast algorithms proposed in [2] and [3], and improve about

19% and 13.5% on top of these techniques. The percentage im-

mgovement numbers are derived based on the use of different

showed that the transform-domain estimation resulted in a beff@MPutation models and calculation methods in each of the two
image quality. Kou and Fjallbrant [10] also used similar methaffork- In fact, the technique in [3] is faster than that of [2] by

for the direct computation of DCT coefficients for a signal bloc

¢2%. Thus, when our technique is applied on top of that in [3],

taken from two adjacent blocks. The motivation of [10] was n&tSing the same calculation methods of [3], we can improve by
processing of video, but rather processing of interpolation gpother 13.5%.
speech samples coded in DCT blocks. o . thod is | . .

In [2], a fast algorithm for computing (6) is proposed. Thd is not hard-wired to any specific filtering or approximation

algorithm is based on the factorization of the DCT matffix

presented in [11]. The factorization is as follows:

T = DPB,BaEA Ay As

Another advantage of the method is in its flexibility. Since

technique, it can be easily combined with any specific filtering
algorithms. While the focus of this paper is on reconstructing
the full frames in DCT domains, the techniques apply to recon-
struction of frames of reduced resolution [6], [7].
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Fig. 2. Prediction of 46 x 16 macroblock. First, although there are totally 16 contributing blocks for
each macroblock, there are only 9 different anchor blocks, and

The rest of this paper is organized as follows. In Section |f||ve of them are shared among multiple target blocks, since the

we present the key ideas of identifying and utilizing shared illliri%et tﬁleogginze::gt?ofcgstismrﬁarpgc:ﬁgltoacrk ;ntgjl a@r'eé g:}e dd'Cted
formation, including common motion vectors and blocks. 9 ' ' 9

N i — —
show in Section IIl that our method can be implemented on t share tAWf a”Ch;” blocks, i.e/y = No and Mz = N,.
- . imilarly, Q** and@Q* shareM> = T, andM3z = 171, etc.
of the two already fast algorithms proposed in [2], [3] and fur- Second. the vertical and horizontal displacements of partici-
ther improve their performance. Finally, we conclude the paper ' vert 'z 'SP partict

in Section IV. We refer the readers to [4], [5], [12], [13] for de_pating subblock within an anchor block are pair-wise identical.

tails on MPEG. Therefore, we have

So1 = S11, S21 =531, So2 = S22, Si12= Y53.
Il. M ACROBLOCK-BASED PREDICTION: UTILIZING SHARED

INFORMATION Furthermore, we will make use of the following properties:

The DCT-domain inverse motion compensation in (6) con-
structs the DCT-domain values of each target block separately.
The method requires the computation of the DCT domain valu]zes

of its contributing blocks. In general, a target block is redicte8r some permutation matricd2’ andP".
9 -ng ' 9 P -~ Third, the vertical and horizontal displacements of each par-

from_(u_p to) four anchor blOCk.S' Therefore, the_ DCT'doma'ﬁcipating subblock within the anchor block are identical across
prediction of atarget block requires the construction of DCT-d he four target blocksQ™, QV, OT, andQV, i.e., wM: =

main values of (up to) four contributing blocks. Howeyer, in ~; Wl — Wb and hM = BN — T — U for
many cases, anchor blocks can be shared across multiple taéggti < 3, wherew's and’s superscribed by the anchor block
blocks. This means that there is shared information in the pre=", — ', M, : ; .

- ) uch asw™: andh*') denote the horizontal and vertical dis-
dictions of multiple blocks. Therefore, careful rearrangement

computation steps across correlated target blocks can speeg s the following, a fast algorithm for DCT-domain inverse

the overall process of computation. . L :
; . motion compensation is described based on the above three ob-
From (6), the computation of DCT-domain values of con- ) ) . .
Lo . : .. servations. We will show that in constructing the whitbex 16
tributing blocks is a special case of pre- and post-multiplicatiqn

of an8 x 8 data block with twa® x 8 matrices, where the ma- n?;geetrgi?triazki)r?l;’b?li 225?32?&252?22?5 Is reduced to

trices can be preprocessed. Giver8ag data blockB and two ' '

8 x 8 matricesA andC, the computation of the matrix multi-

plication of the typeABC will be called aTM operation. In

the following, TM operation is taken as the unit to measure and In Fig. 3, the step to predict upper regions of two horizontally

compare the computational complexity of DCT-domain invergeeighboring target block@' and@" is shown in spatial do-

motion compensation. main. The upper regions of the target blocks can be computed
Fig. 2 shows the prediction of # x 16 macroblock. @as the addition of two contributing blocks, i.€" + Q™

Each of the fou x 8 target blocksQ™, QN, QT, andQV andQ™° + Q™ respectively, from the anchor blocRgy, M;

is predicted from its four anchor blocka/;, N;, T;, andU;, (=No), andVy.

i = 0,1, 2, 3, respectively. For the prediction of each target The prediction o™ + @+ can be rewritten as follows:

block, the DCT-domain values of the four contributing blocks

Sor +S31 =P, Spp+ S1p=P°

acements of anchor block.

A. Computation of Contribution of Two Neighboring Regions

M, My _

need to be computed and added. Since the computation of the Q7" + Q™ =So1MoSoz2 + S11M1 512 (8)
DCT-domain value of each contributing block require3 = So1(MoSo2 + M1512) (9)
operation, 16TM operations are required to predict the whole = So1(MoSoz + M1 (P° — S02))

macroblock. However, note that the predictions of four target odef
blocks are strongly correlated to each other and do not have to (P7=So2 + S12) (10)

be computed independently. We will now state three observa- =So1(Mo — M1)So2 + Sot M1 P°. (11)
tions below related to the setup of these 16 contribu&ing8 o

blocks. These three observations form the foundations of ourAssume that)*> + Q" has already been computed using
fast algorithm, described in the subsequent sections. (11), and@™o + QM is currently sought for. The derivation of
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Fig. 4. Brute-force computation.

(10) can be also done &5, (Mo(P° — S12) + M;1S12). There-
fore

Fig. 5. Utilizing shared information.

QMo + QM = So1(My — Mo)S12 + Sor Mo P°. (12)

The equation for the target block” corresponding to (12) is ;he second terms of the two equations are the same afjce

0-

No Ny _ 0
Q7 + Q7 = So1(N1 — No)Sia + Sor No . (13) 5. prediction of Two Neighboring Blocks

We will now examine how the prediction of two horizontally
i vertically neighboring blocks can be facilitated.

The prediction of the whole block, i.€,.>_, @, can be
rewritten as follows:

Note that the DCT-domain value for the second term of (13),
ie., SOlNoPo has already been computedﬁngPO using
(11). Therefore, onl)fa‘()l(N]L N0)512 needs to be additionally
computed to gle\o + QNl resulting in threefM operations

to compute bott)Mo + QM andQ ™ + Q’\’ 3

The idea behind this arrangement to identify shared informa-* — Z QM (16)
tion is illustrated in Figs. 4 and 5. In Fig. 4, the contributions of o
Moy, My, No and NV, are separately computed. The movement of = So1(Mo — M1)Soz + Sop M1 P°
subblocks labeledi throughD through the effects of pre- and 0
post-matrix multiplications of5;; is illustrated in Fig. 4. The + 521(Mp = Ms)Soz + Sme;P ) (17)
pair of matrix S;; and.S;»> associated with each arrow is used = So1(Mo — M1)So2 + Sor M1 P” 4 (P — So1)
for pre- and post-multiplication of the anchor, respectively. In (Mg — M3)Sgz + (P* — So1)M3P° (18)
Fig. 5, the sharing of information in/; and /N, is exploited = So1(Mo — My — My + Ms)Soz + So1 (M1 — Ms)
and contrasted with the approach in Fig. 4. The common term - P° 4 PY(My — Ms)Ses + PLMsP. (19)

in (11) and (13),So1 M P° = S0 No P°, has the effect of hor-
izontally flipping the location of subbloclB and C and then o o
vertically moving the two blocks by. Consider the prediction ofV, assuming that)* has al-

A similar idea can be applied to any pair of regions whicteady been predicted using (19). For this, we first note that, by
are vertically or horizontally neighboring. For example, for thehanging the orders of the terms in the computation, the deriva-

prediction onMo + QMz andQTo + QTZ tion of @ in (19) can be rearranged as follows:
QMo + QM2 = S41 Mo So2 + Sa1 MsSao QM = So1 (M) — My)S12 + So1 Mo P
= (So1 Mo + S21M>2)So2 + So1(M3z — M3)S12 4 So1 My P
= (So1 Mo + (Pl — So1)M2)So2 =So1 (M1 — Mo)S12 + So1 Mo P°
=So1(Mo — M2)So2 + P*M2Sp>  (14) + (Pt — So1)(Mz — M2)S1a + (Pt — So1) M2 P°
QT + QT = (P! — Su)To + S21)TS02 =So1(My — My — M3 + M>5)S12 + So1 (Mo — My) - P°

= S91(Ty — T)So2 + P T5S02. (15) + PY(M3 — My)S15 + P* My P°. (20)
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Fig. 6. Steps to unveil shared info_rmation while computiny : in Figs. (_5—9, Fig. 8. Steps to unveil shared information while computip.
a dotted arrow denotes a subtraction of an anchor block and a straight arrow

represents an addition. Also, the shared terms are marked by dotted circles.

Fig. 9. Computation o)™ .
Fig. 7. Computation 0€)* . . S .
anchor blocksM;, 0 < ¢ < 3, and then multiplying shift ma-
trices or permutation matrices. They are marked’byl>, and
V3. Similarly, Fig. 8 shows the computation of the termgj,
3 as written in (21). Note that the multiplication of the permuta-
oV = Z QN tion matrix P° or P! has the effect of the horizontal or vertical
— flipping of subblocks, and results in the common tefrisand
V3, as marked by the dotted circles. Therefore, in computing
=801 (N1 — No — N3 + N2)S12 + Sor(No — No) - P° 3 ; o *
o (Ve 0 3+ N2)Siz + Sou(No 2) QM and ", as shown in Figs. 7 and 9, those two terms are
computed only once and shared.
) Similar idea can also be applied in the prediction of two ver-
Again, the second and the fourth terms of (21) are the samegaly neighboring blocks such @ andQ? or Q~ andQV
those of (19) and can be reused, sidée = M; and Ny = gnd the same amount of improvement on the computation can

M;. Therefore,So; (N1 — No — N3 + N2)S12 and P1(N3 —  pe achieved. The difference lies only in the arrangement of the
N>)S12, corresponding to the first and the third terms need @yuations, which can be easily deduced.

be additionally computed, resulting inf®/ operations for both
QM andQN. C. Prediction of the Whole Macroblock

Figs. 69 illustrate how the shared computation steps are UnNow, consider the prediction of the whole macroblock com-
veiled in the computation a@* andQ™ . In the figures, the 16 posed ofQ™, @V, QT, andQV. Similar to the derivation of
subblocks which contributes to the prediction of a macroblogkg), we can further rearrange the steps of the derivatiep'éf

(see Fig. 2) is labeled byt throughL. A dotted arrow denotes gifferently and get the corresponding equivalent equations for
the subtraction of an anchor block while a straight arrow denotgg” and Qv as follows:

the addition of a corresponding anchor block. Fig. 6 shows the

computation of the four terms in (19). The first term in Fig. 6 - 3 T

is computed by first takingZ, — M, — M» + Mz andthenby & = Z Q"

shifting it to the upper left corner (pre- and post-multiplication =0

by So1 andSoz). The result is represented by. The other three =80 (To — T3 — Ty + T1)So2 + So1 (T3 — T1) - P°
terms are also computed by appropriately adding or subtracting + PY(Ty — 11)Sos + P11 P (22)

The equation for)™" equivalent to (20) is

+ PY(N3 — N3)S1o + PN, PO, (21)
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U 3 - izontal) shifting of two horizontally (vertically) neighboring an-
Q" = Z Q™ chor blocks are the same, i.€51 = S11, S21 = Sa1, Soz =
=0 S92, S12 = S32. Second, instead of fully pre-computirtyj;,
=801 (Us = Up = U + Up)S12 + 821 (U = Up) - P* < < 3,1 < j < 2, they factorize those matrices into rela-
+ PY(U, — Uy)S10 + PUPP. (23) tively sparse matrices.
L L The matrices to be precomputed are
As previously described, bot@* and @V can be computed
by six TM operations. Now compare (22) and (23) with (19) Ji =U(EAL Ay A3)
and (21). The third and the fourth terms of (22) are the same K, = Li(EA; A As)Y, 1<1<8
as those of (19), sincé, = M- and7; = Ms. The second

and the fourth terms of (23) are the same as those of (22), sigge. .« matrices: Ay, As, and A; are the components of

T, = Uy and7y = Us. Finally, the third term of (23) is the L def B

same as that of (21), sind& = U/, and N3 = ;. Therefore, thed:factorlzatlon in (7). and/, = Sll(bh) - SQl(h? and

two additionalTM operations are required to compa and L = S12(w) = Szz2(w). Then,5;;, 0 < v < 3andl < j < 2,
=7 Lo . can be factorized as follows. In the case®f = L; for a

only one forQV, resulting in a total oB(=4 + 2 + 2 + 1) tainl 1 < 1< 8

TM operations for the whole macroblock. This yields a gain §F ==

(1—17/16) x 100 ~ 44%.

Si; =TLT!
D. Special Cases: Vertically or Horizontally Aligned Blocks =TLi(A1 Ay Az E) BL B P' D!
Now let us consider special cases when the contributing =TK;ByBIP'D", or (27)
subblocks are vertically or horizontally aligned with the §; =TLT
corresponding anchor blqcks, i..,= 0 orw = 0. In these — DPB,ByEA Ay As LT
cases, each target block is composed from two anchor blocks,
=DPB,B;K!T". (28)

and two vertically or horizontally neighboring target blocks
share an anchor block. We now analyze the case when blocks
are vertically aligned and show that the construction of twJOW, the prediction of a target bloa®*" from anchor blocks
horizontally neighboring blocks can be done with thigd i, 0 < ¢ < 3 is computed by the following (or its dual):
operations. The situation for horizontally aligned blocks is__
similar. QM

WhenQ* is vertically aligned, we have™ = 8, and thus  =(Sq; My + S21 M2) S0z + (S11 My + S31M3) 532 (29)

501 = Sll = I. We rewrite (8) as :T[(J}LBéBiPtD.Z% + Kg_}LB;BiPtD@)DPBlBQJt

ur

QY + QM =MoSop + M1 51, (24) + (D BLBI P DM, + Ks B} BLP' DM;)
= (MO — Ml)SOQ + Mlpo. (25) . DPBlB?KEtE—w]Tt' (30)
Similarly, we haveh™: = 8, and we rewrite (13) as Note that this method does not utilize the shared information
across neighboring target blocks. Therefore, we can still speed
QN + QN = (N; — Np)S1o + M, PC. (26) up by rearranging the computation steps. First, consider the pre-

diction of two horizontally neighboring block@™ and@Q" in
Thus, to compute two blocks, it will take thr@d operations Fig. 2. The equations for the predictions@’ and@” in spa-
using shared information versus folM operations using the tial domain can be rewritten as follows:
straightforward approach. This yields a gain of 25%. Note that

in this case; andU; do not contribute to the computation of QY =[S01(Mo — My) + S (Ma — M3)]So2
oM. + [Sor My + Sa1 M| P (31)
QN =[S01 (N1 — No) + Sa1(N3 — N3)|S12

I1l. FAST COMPUTATIONS o
) . . + [So1No + Sa1 N2 | P°. (32)
We will now present in detail how our proposed fast tech-
niques based on shared information can be applied to existifgs pcT-domain versions of (31) and (32) have similar struc-
fast algorithms for DCT-domain inverse motion compensatiop, o< to (29). Therefore, we can apply the same factorization as

In particular, we will focus on two techniques proposed in [2], (30). The only difference is the permutation matH% in (31)
and [3]. Each of the techniques has its own method of computigg (32). This problem is solved as follows:

the performance, and we will use the same computing method

for comparing the improvement with each technique. TPOT = DPB, By(EA; Ay Ay) POT"
A. Factorization of DCT Matrix =DPBBy(EA; Ay A1) POT"
The speedup of the algorithm in [2] has been achieved based = DPB1By(E A Ay A3 Ls) PT"

on two observations. First, they utilize the fact that vertical (hor- =DPB,B,KLP°T". (33)
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Similarly C}J\\ in the worst case when utilizing the shared information as
in (37), shown at the bottom of the page, is 5360, as follows.

t ——
TPT' = TP Ky BLB! P'D. (34) 1) QM: five multiplications byS?; or S + one multiplica-

o ) tion by P'° or P° 4 three matrix additions- one 2D
Therefore, we can apply the factorizations in (29) and (30), as  pcT-376 % 5 1432 4 64 x 3+ 672 = 3176.

shown in (35)—(37), at the bottom of the page. Note that one of 5,y S~ T .
(35)-(37) pag 2) QN three multiplications bys?; or S¥. + two matrix

the two terms inside the DCT matricEsandI™ can be reused in additions+ one 2D DCT376 x 3464 x 24672 — 1928.
predicting@Q® . Therefore, disregarding the cost of DCT trans- 3) four extra matrix additions’\%—]\?l My—Ms, Ny—N,
formation, we can savi/4 = 25% of computation per block. andNs — Ns): 64 x 4 = 256. ’ ' ’

. thod in 121 and isel ¢ laorithms. In 12 herefore, to predict one block680(=5360/2) operations are
ysis method in | ].an Precisely compare two aigorithms. nl sed, which i$3120—2680) /3120 = 14.1% improvement over
the performance is measured by counting the number of b : :

) . . ) method in [2] in the worst case.
arithmetic operations in the PA-RISC processor, such as AD

T 'As before, if we consider the prediction of the whole mac-
SHIFT, and SHIFT-ADD. The worst-case analysis in the PaPEhlock, we can find out more shared terms. To simplify the no-
can be summarized as follows. The factorized versiolS%f

tations, we rewrite (19) and (21)—(23) (which are for the predic-
andS;; 1", such as/, B B{ P'D, are denoted aS;, and S/, .. M AN AT U e : .
respectively. We refer the readers to [2] for moré detailsjabotb(%nS of@™, @7, @7, andQ™ in Fig. 2) by renaming matrices
the actual derivations. - . . OM = So1 Z0S02 + So1 Yo P® + PLY;Sps + PL X P°
1) Cost of a 2_—D DQT: 672 arithmetic operations. The .2—D ON = So1Z1512 + So1 Yo P® + PLY5S15 + PLXo PP
DCT used in [2] is based on the fastest known algorithm " . _ 6. 7.8 S Yo + PV S ply. po
for 8-point DCT due to Araket al. [11] and built upon Q e o talT 1202 0
the work of Winograd [14]. See also [15] for in-depth Q" =S21Z3512 + 521 Y3’ + P'Y2515 + P* Xo P’,
treatment of fast DCT algorithms. where
2) V\///orst-case cost of pre- or ppst-mgltlpllcatpn B% or Zo = Mo — My — My + M
5§39 x 84 32 x 2 = 376 arithmetic operations. N — No— Nat N
3) Worst-case cost of predicting a block: six multiplications L= 0 3+ V2
by S}, or S}, + three matrix additions- one 2D-DCT Zy=T -T3-To+1T1
=376 X 6+ 3 x 64 4+ 672 = 3120 arithmetic operations. Za=Us— Uy — U + Uy
Note that in (30), three matrix additions are used. In [2], the Y, = M; — M5 = Ny — N,
total number of arithmetic operations did not include these ma- _ _ o
trix additions. However, we include the cost of matrix additions N=My-My=To-1T)
(64 x 3 = 192) to compare the two methods in a more precise Yo =N3—No=U1 -l
way so as to count the effect of extra additions required inour Y3 =73 —T1 = Uz — Up
method, i.e. Mo — M, M — Ms, etc., as in (37), shown at the Xo=Ms=N, =T, =U,.
bottom of the page. The purpose of following [2]'s scheme of o o
counting operations is for direct comparisons of our proposedNow for the prediction of2™, @V, QT andQv, the factor-
scheme with [2]'s scheme. It is reasonable to assume that thation of (29) and (31) can be applied to the following rear-
counting model chosen in [2] also applies to other architecturanged equations and intermediate results for the shared terms
Now consider the effect of permutation matrix as in (33)zan be reused:
(34), and (37). We denote the factorized versiong'# and
POT* in (33) and (34) ag”’° and P"°, respectively. That is, QM =[So1Zo + P*Y1]So2 + [So1Yo + P Xo]P°  (38)
P° = DPB;B,KLPY andP"° = P'K3BLB!P'D. In [2], shared
the cost of multiplying a permutation matrix was ignored, since QN — [So1Z1 4+ P'Y3]S12 + [So1Yo + P X P°  (39)
it causes only changes in the order of matrix components. There-

Now let us analyze the computational cost following the anail’—

shared shared
fore, the effect of multiplying matri¥’® can be ignored as well. T T —~= 5
From [2], the number of operations fdPB, B, K}, is 432 Q" =[52122 + PY1]S02 + [S21Ys + P7Xo] P (40)
arithmetic operations, which is the cost of multiplyifj°® or shared ) shared .
P"°. Now, the total number of operations to comp@& and QY =[S21Z3 + PY5]S12 + [So1Ys + PLXo|PY. (41)
QM = {Sor (Mo — My) + Sa1(Mz — Ms)}Soa + {Sor My + Sar M3} PO (35)

=T[{Ju BB P'D(My — M) + Ks_,, B4 Bt P*D(My — Ms)}DPB, By J!,

ur

(36)

shared
A~

+ {JuB5B.P* DM, + Ks_;, BB P! DM3}DP B, B, K POIT* (37)
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Now consider the extra matrix additions to computg,0 < ditions+ one 1-D DCT, giving376+64 x 2+336 = 840. There-

¢+ < 3,andZ;, 0 < j < 3. Computation of eacly; takes one fore, the total cost to compute two blockd 272+840 = 2112,
matrix addition. Oncé&’;’s are availableZ, andZ; can be com- which amounts t@112/2 = 1056 operations per block. Com-
puted with five matrix additions by arranging the computatiopared to the algorithm in [2], we obtain an improvement of

as follows: (1 —1056/1152) x 100 = 8.3%.
Zo=Mo—-Y; — (Yo + Xo) B. Approximation of Shifting Matrices
Zy =Ny =Yy — (Yo + Xo). Another fast algorithm has been proposed in [3]. It achieves

72% improvement over the algorithm in [2] and 81% over the
Similarly, Z, and Z3 can be computed with five matrix addi-DCT/IDCT method based on the fastest existing 8-point DCT
tions. Therefore, the total number of extra matrix additions is 14.1]. The idea of utilizing shared information can also be used
The number of arithmetic operations required can be countedagstop of this fast algorithm and can further speed up by 13.5%.
follows. The basic idea of the algorithm in [3] is as follows. Each entry
1) Costto computé&: three multiplications bys;; or S} of the DCT values of the shifting matrices in (6) is approximated
+ three multiplications byP’® or P”® + three matrix DY @ finite sum of powers in two’s with a maximum distortion of
additions+ one 2D-DCT=376 x 3 + (376 + 56) x 3 + 1/32. The matrix multiplications in (6) can then be implemented
64 x 3 + 672 = 3288, by basic integer operations suchABD andSHIFT. The data
2) Costto computé y: two multiplications bys!; or Sl + representation and the order of f:omput_ation are optimized to
one multiplication byP’O or P""° + two matrix additions reduce the number (ﬁHIFqueratlons. It is shown thata pCT
+ one 2D-DCT=376 x 2+ (376 + 56) + 64 x 2+ 672 = block can be constructed with only 810 arithmetic operations of
1984, ADD’s andSHIFTSs.
3) Cost to comput@}: three multiplications bys’; or 5, As before, we can apply our proposed technique by utilizing
+ one multiplication byP’O or P"° 1 three matrix addi- shared |r_1format|<_3n asin (31()) and (32). Thle DCT values of the
tions + one 2D-DCT=(376 x 3) + (376 + 56) + 64 x permuation matncgasDCT(P ) or DCT(PI ) are als'o repre-
3 1 672 — 2424 sented as summations of power of two. Wl_th some Imeu% of the
4) Costto computéy : two multiplications bys?, or S + computatmln steps, the pre- or post-multlphcatlonWT(P ) .
two matrix additionst one 2D-DCT=376 x 2 + 64 x orD_CT(P )_can be performed with between 82_and 1_16 arith-
94 672 = 1552. matlc operatlons. In the end, the num.ber of anthmeng opera-
5) Cost for extra matrix additions (to compdfe, YA;, Z)Z tions required to compute poth blpcks in (31) and (32) is 1491.
14 matrix additions=64 x 14 — R96. Therefore, for one block, it requires 700.5 operations, wh|ph
Therefore, the total cost to compute four bloek32884-1984+ means 13.5% (1_700'-1-/810) improvement. Note that a_pply_lng
2424 + 1552 1 896 — 10144, which amounts (0 144/4 — (29) an_d (21)—_(23) to utilize more common terms by considering
2536 for one block. Compared to the algorithm in [2], we obtahfaour nelghbormg blocks does not help improve the performa}nce
: . o ny further, since the cost of extra matrix additions (64 additions
an improvement of1 — 2536/3120) x 100 = 18.72% in the per matrix addition) gets significant compared to the cost of the

worst case. : : . orgginal algorithm which independently constructs each block.
Now, let us again consider the special cases when we hav

vertically or horizontally aligned blocks. As shown in Sec-
tion 11-D, the chance of speedup, in these cases, is less, since
number of shared anchor blocks are reduced. However, we caimn this paper, we provide a novel technique to significantly
still uncover some shared information and gain some amouwfteed up the DCT-domain inverse motion compensation based
of speedup. From [2], the cost in the worst case for these casasthe exploitation of shared information such as motion vec-
is 1152 operations. To demonstrate the improvement usitigs and common block within a macro-block. Our technique
shared information, we first write (25) in terms of the aboveesults in about 44% improvement over the brute-force method
factorizations proposed in [1]. A key advantage of our proposed technique is
. that it is independent of the underlying computational or pro-
QM = [(1\70 — J\Z)DPBlBQJfU + J\ZDPBlBQKgPO]Tt. cessor model, and thus can be implemented on top of any op-
(42) timized solution. We have shown that our method can further
A similar equation holds for (26) improve upon the optimized results of [2] and [3] by about 19%
and 13.5%, respectively.

IV. CONCLUSION

shared

QN = [(N, — No))DPB,BoKY_,, + My DPB, B, KL B T". ACKNOWLEDGMENT
_ (43)  The authors thank the reviewers for their valuable comments.

In the worst case, the total number of operations for (42) be-
comes: one mL_JI_tipIication by, + one multiplication b)P’O + REFERENCES
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